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Abstract

We show that the limiting distributions of subset extensions of the weak instrument
robust instrumental variable statistics are boundedly similar when the remaining structural
parameters are estimated using maximum likelihood. They are bounded from above by
the limiting distributions which apply when the remaining structural parameters are well-
identified and from below by the limiting distributions which hold when the remaining
structural parameters are completely unidentified. The lower bound distribution does not
depend on nuisance parameters and converges in case of Kleibergen’s (2002) Lagrange
multiplier statistic to the limiting distribution under the high level assumption when the
number of instruments gets large. The power curves of the robust subset statistics are non-
standard since they converge to identification statistics for distant values of the parameter
of interest. The power of a test on a well-identified parameter is therefore low at distant
values when one of the remaining structural parameters is weakly identified. It is identical
to the power of a test for a distant value of any of the other structural parameters. All
subset results extend to tests on the parameters of the included exogenous variables.

1 Introduction

A sizeable literature currently exists that deals with statistics for the linear instrumental variables
(IV) regression model whose limiting distributions are robust to instrument quality, see e.g.
Anderson and Rubin (1949), Kleibergen (2002), Moreira (2003) and Andrews et. al. (2005). These
weak instrument robust statistics test hypotheses that are specified on all structural parameters
of the linear IV regression model. Many interesting hypotheses are, however, specified on subsets
of the structural parameters and/or on the parameters associated with the included exogenous
variables. When we replace the structural parameters that are not specified by the hypothesis of
interest by estimators, the limiting distributions of the robust statistics extend to tests of such
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hypotheses when a high level identification assumption on these remaining structural parameters
holds, see e.g. Stock and Wright (2000) and Kleibergen (2004,2005). This high level assumption
is rather arbitrary and its validity is typically unclear. It is needed to ensure that the parameters
whose values are not specified under the null hypothesis are replaced by consistent estimators
so the limiting distributions of the weak instrument robust statistics remain unaltered. When
the high level assumption is not satisfied, the limiting distributions are unknown. The high level
assumption is avoided when we test the hypotheses using a projection argument which results in
conservative tests, see Dufour and Taamouti (2005a,2005b).

We show that when we estimate the parameters that are not specified by the hypothesis of
interest by maximum likelihood that the limiting distributions of the robust subset statistics
are boundedly similar (pivotal). They are bounded from above by the limiting distribution
which applies when the high level assumption holds and from below by the limiting distribution
which applies when the unspecified parameters are completely unidentified. The lower bound
distribution does not depend on nuisance parameters and converges to the limiting distribution
under the high level assumption when the number of instruments gets large in case of Kleibergen’s
(2002) Lagrange multiplier (KLM) statistic. The robust subset statistics are thus conservative
when we apply the limiting distributions that hold under the high level identification assumption.

We use the conservative critical values that result under the high level identification assump-
tion to compute power curves of the robust subset statistics. These power curves show that the
weak identification of a particular parameter spills over to tests on any of the other parameters.
For large values of the parameter of interest, we show that the robust subset statistics correspond
with tests of the identification of any of the structural parameters. Hence, when a particular
(combination of the) structural parameter(s) is weakly identified, the power curves of tests on
the structural parameters using the robust subset statistics converge to a rejection frequency
that is well below one when the parameter of interest becomes large. The quality of the identifi-
cation of the structural parameters whose values are not specified under the null hypothesis are
therefore of equal importance for the power of the tests as the identification of the hypothesized
parameters itself.

The paper is organized as follows. In the second section, we state the robust subset statistics.
Because the subset likelihood ratio statistic has no closed form analytical expression, we provide
an extension of Moreira’s (2003) conditional likelihood ratio statistic for tests on subsets of the
structural parameters. In the third section, we discuss the limiting distributions of the robust
subset statistics when the remaining structural parameters are completely non-identified. We
show that these distributions provide a lower bound on the limiting distributions of the robust
subset statistics while the limiting distributions under the high level identification assumption
provide a upperbound. In the fourth section, we analyse the size and power of the subset
statistics and show that they converge to a statistic that tests for the identification of any of the
structural parameters when the parameter of interest becomes large. The fifth section illustrates
some possible shapes of the p-value plots that result from the robust subset statistics. The sixth
section extends the robust subset statistics to statistics that conduct tests of hypotheses specified
on the parameters of the included exogenous variables. It also analyses the size and power of
such tests. Finally, the seventh section concludes.

We use the following notation throughout the paper: vec(A) stands for the (column) vector-
ization of the N x n matrix A, vec(A) = (a}...a)) for A = (ay...a,), Px = A(AA)1A is



a projection on the columns of the full rank matrix A and M4 = Iy — P4 is a projection on

the space orthogonal to A. Convergence in probability is denoted by “—” and convergence in
p

distribution by “7” .

2 Subset statistics in the Linear IV Regression Model
We consider the linear IV regression model

y = XB+Wry+e
X = ZIy+ Vy (1)

where y, X and W are N x 1, N x m, and N x m,, dimensional matrices that contain the
endogenous variables, Z is a N x k dimensional matrix of instruments and m = m, + m,,. The
N x1, N xm, and N x m,, dimensional matrices ¢, Vx and Vj contain the disturbances. The
mg X 1, my, X 1, k x m, and k& X m,, dimensional matrices 3, v, [y and Ily, consist of unknown
parameters. We can add a set of exogenous variables to all equations in (1) and the results that
we obtain next remain unaltered when we replace all variables by the residuals that result from
a regression on these additional exogenous variables.

We make, analogous to Staiger and Stock (1997), an assumption on the convergence of the
different variables in (1).

Assumption 1: When the sample size N converges to infinity, the following convergence results
hold jointly:

1
a.N

(e:Vx:Vw)(e:Vx: Vi) — X, with ¥ a positive definite (m + 1) x (m + 1) matric
p
Oce OecXx OeW
and ¥ = | oxe Exx XZxw |, 0.:1Xx1, 00x =0 1 Xmy, ooy = oy 0 1 X my,
Owe Xwx Xww
YXX Mg X Mgy Bxw = Dy © Ma X Mgy DWW : My X M.

b. %Z’ A ? Q, with Q) a positive definite k X k matriz.

and vec(Yy. t Pyx P zy) ~ N(0, 2@ Q).

Statistics to test joint hypotheses on /5 and 7, like, for example, H* : 8 = 3, and v = 7,
have been developped whose (conditional) limiting distributions under H* and Assumption 1 do
not depend on the value of IIx and Ilyy, see e.g. Anderson and Rubin (1949), Kleibergen (2002)
and Moreira (2003). These identification robust statistics can be adapted to test for hypotheses
that are specified on a subset of the parameters, for example, Hy : 5 = 3,. We construct such
robust subset statistics which use the maximum likelihood estimator (MLE) 7 to estimate the
unknown value of v. The MLE results from the first order condition (FOC) for a maximum of
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the likelihood. The Anderson-Rubin (AR) statistic is proportional to the concentrated likelihood
so we can obtain the FOC from (k times) the AR statistic:

%AR(Boﬁ) =0 & #Bo)ﬁw(ﬁo),zl(y — XBy—W7) =0, (2)

where AR(8y,7) = 5505 — XBo — W) Pz(y — XBy — W), 6e(Bo,7) = 55y — XBo —
W) Mz(y — X8y — W), Tlw(Bo) = (2'2)712" |W = (y — XBy — W7)22 L8| and 6.(5,) =

066(60)
688(6075/% &SW(BO) = ﬁ(y - XBO - W’?)/MZW
In order to specify the robust subset statistics, we decompose (Z'Z)~1Z'(y : X : W) into three

components: Z'(y—X B,—W#), Iy (8,) and Ix (8,) = (2'2) 2’ [X —(y—XPBy— W?)% ;
Gex(Bo) = yog(y — XBo — W) Mz X.

Lemma 1: When Assumption 1 and Hy : § = B, hold, Iy (53,) and Tx(B,) are given the
MLE # independent of Z'(y — X By — W#7) in large samples.

Proof. see the Appendix. m

Lemma 2: When Assumption 1 holds and under Hy : 8 = (o, Iy (B,) and Ix(53,) are
uncorrelated with Z'(y — Xy — W#) in large samples such that

E |limy o ﬁw(go)/wl ~ 0 and E{thW L (5 2w g

N%‘SW Gee(Bo) N2°X Fec(Bo)
(3)

where Oy and 0x are such that limy_ N(;LWH{A/Z’ZHW = Cw, limy_ N+XH’XZ’ZHX = Cx
with Cy and Cx my, X my, and m, X m, dimensional matrices of constants such that oy and
dx are zero in case of irrelevant or weak instruments and one in case of strong instruments.!

Proof. see the Appendix. m

We use Lemmas 1 and 2 to define the robust subset statistics which are equal to the robust
statistics that test the joint hypothesis H* : § = 3, and v = 7, when v, equals 7.

Definition 1: 1. The AR statistic (times k) to test Hy : f = [, reads
AR(By) = 55 (y — XBo = WA) Paly — X By — W7). (4)

2. Kleibergen’s (2002) Lagrange multiplier (KLM) statistic to test Hy reads, see Kleibergen
(2004),

KLM(5,) = m(y — Xfy — W’?),PMZﬁW(ﬁo)ZﬁX(ﬁO)(y — Xy —W7). (5)

'For reasons of brevity, we refrain from discussing intermediate cases where instead of normalizing Iy, Z' Z11y
(or Ty Z'ZTx) by N~°W  we normalize a quadratic form with respect to I, Z’ZIly by a diagonal matrix
diag(N—°w: ... N7%mu) with different values of dw,i, ¢ = 1,...,mpw. These cases also have no effect on the
results for the robust subset statistics.



3. A J-statistic that tests misspecification under Hq reads, see Kleibergen (2004),

JKLM(5,) = AR(f,) — KLM(5,). (6)
4. The likelihood ratio (LR) statistic to test Hy reads,

LR(By) = AR(fg) —ming AR(p), (7)

where ming AR(B) equals the smallest root of the characteristic polynomial:
Q- Ay X W) Py(y: X W) =0, (8)

with Q= =y} X 1 W) My : X 1 W).

The subset LR statistic (7) can be specified as a function of the uncorrelated components
under Hy, i.e. Z'(y — X3, — W#) and (ILx(5,) : Mw(53,)).

Theorem 1. The LR statistic (7) equals

LR(@O) = AR(BO) - )‘mina (9)

where Apin 15 the smallest root of the polynomial

/ IS
‘Mmﬂ — ( f;iZj o )‘ =0, (10)

with ¢ = U’(Z’Z)_%Z'é‘;, E=y—XBy— W45 and U and S result from a singular value

v/ Ge<(Bo)
decomposition of T(8,) = (2'2)2[Tx(B,) T (B,)]2

1
2

(X : W)X : W)e -

T(By) =USV' (11)
in which U : kxk,UU =1, V:mxm, V'V =1,, V' = (Vi : Vi), Vx : my xm, Viy : my, xm;

and S 1s a diagonal k X m dimensional matriz with the singular values in decreasing order on
the main diagonal and

(X : W)X : W)e B 5 S, ( )

sy = ~—3
ZWW.SEWX»EEXX(E: W)

-

where iXX.(a: w) = ﬁX'M(Z: w: é)X7 EWX.E = ﬁW/M(Z: é)X7 EWW.E = ﬁW'M(Z: é)W
Proof. see the Appendix. m
Theorem 1 differs from the decomposition of the LR statistic given in Kleibergen (2006) since
we test only a subset of the structural parameters. The estimator for the remaining structural

parameters results from the FOC (2) which puts a restriction on the elements of the characteristic
polynomial in Theorem 1.



Corollary 1. The FOC (2) for 4 implies that ViyS'¢ = 0.

~ ~_1 ~ .
Proof. Since Iy (8,)'Z¢ =0, EW%EHW(BO)’Z’&:\/ﬁ =VwSp=0. =

Corollary 1 is implied by the FOC and the lower block triangular specification of ZA];X? W)X W

If we do not use a lower block triangular specification of ZA](;% WX W)e the FOC implies a more
complicated restriction on ¢.

The LR statistic that results from Theorem 1 does not have a closed form analytical expres-
sion. Alongside the subset LR statistic (9), we therefore also use an approximation of it that has
an explicit expresssion, see Kleibergen (2006).

Proposition 1. A upperbound on the subset LR statistic (9) reads

MQLR(5,) = % AR(B,) — 1k(By) + \/(AR(BO) + rk(ﬁo)f — 4 (AR(B,) — KLM(5,)) tk(Bo) |

A (13)
where k() is the smallest characteristic root of Ynqrr(5y) = T(8o)'T(5y)-

Proof. see the Appendix. m

Unlike the subset LR statistic (9), MQLR(,) (13) is a function of Z'(y— X 8,—W?#), ILx(5,)
and Iy (8,) with a closed form analytical expression. Except for the usage of the characteristic
root rk(f,), its expression coincides with that of Moreira’s (2003) conditional likelihood ratio
statistic. Thus we refer to it as MQLR(3,). The MQLR statistic (13) is a quasi-LR statistic
that preserves the main properties of the LR statistic: its conditional distribution given rk(f,)
coincides with that of AR(f,) when rk(f,) is small and with that of KLM(3,) when rk(3,) is
large.

Corollary 2. The LR and MQLR statistics are identical when [, satisfies the FOC.
Proof. see the Appendix. m

The (conditional) limiting distributions of the robust subset statistics result from the zero
correlation between Z'(y — X3, — Z#) and Ix(8,), Iy (3,) in large samples that is stated in
Lemma 2 and from a high level assumption with respect to the rank of Ily, which implies an
asymptotic normal distribution for Z'(y—X 8,—Z7), Hx(f8,) and Iy (3,), see Kleibergen (2004).
The asymptotic normality and zero correlation imply that Z'(y— X 8,— Z7) and I1x(53,), Iy (3,)
are independent in large samples.

Assumption 2: The value of the kxm,, dimensional matrixz Iy, is fized and of full rank.

Theorem 2. a. Under Hy and when Assumptions 1 and 2 hold, the (conditional) limiting
distributions of AR(p,), KLM(B,), JKLM(B,) and MQLR(j,) given rk(B,) are characterized



2. KLM(5,) = Y,
3. JKLM(8,) — P,
1. MQLR(B))|rk(5y) — 3 wmzwk_m—m(ﬁm¢(wmz+wk_m+rk<ﬁo>)2—4wk_mrk<ﬁo>},

(14)
where 1, and V,_,, are independent x*(m,) and x*(k —m) distributed random variables.
b. Under Hy and when Assumptions 1 and 2 hold, the (conditional) limiting distribution of
LR(B,) given T(B,) is characterized by

LR(BOMT(BO) 7 wk—m + ¢m1 — Hmin» (15)

where i, 1s the smallest root of the polynomial

M1 — ( §'(#) S =0, (16)

with @y_,, a N (0, Iy—) distributed random variable, ¥y_,, = @4 Pr—mi Pm, = Msvy, Cp, with
Cm @ N(0, Iy,) distributed random variable, 1, = ¢, ¢,, and Vi and S result from the singular
value decomposition stated in Theorem 1.

Proof. see Kleibergen (2004) for the proof of part a. Part b results from the decomposition
of LR(5,) in Theorem 1 for which Assumption 1 and 2 imply that ¢ - Msyy ¢ with ¢ a

N(0, I;) distributed random variable. Part b implies that VS’ (girfw )=0.m

Theorem 2 shows that the conditional limiting distribution of LR(8,) given T'(3,) just de-
pends on S and Vjr which result from a singular value decomposition. The number of unre-

stricted elements of S equals m while the number of unrestricted elements of V = (V§ : V{},)
equals %m(m — 1) since V'V = [,,,. Hence, the number of conditioning elements for the condi-
tional limiting distribution of LR(f3,) equals $m(m + 1) which is smaller than the km elements
of T'(5y).

The (conditional) limiting distributions in Theorem 2 hold under Assumption 2 which is a
high level assumption that is difficult to verify in practice. We therefore establish the limiting
distributions of the different statistics when Assumption 2 fails to hold, i.e. when Il equals
zero instead of a full rank value. We show that the limiting distributions of the statistics in this
extreme setting provide a lower bound for all other cases while the limiting distributions from
Theorem 2 provide a upper bound.

3 Limiting distributions of robust subset statistics

To analyse the limiting distributions of the robust subset statistics in the general case, we use
Lemma 1. Lemma 1 states that the conditional limiting distributions of Z'(y — X3, — Z%) and
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T(B,) given 4 are independent. Hence, the limiting distributions of the robust subset statistics
depend on the distribution of 4. We therefore analyse these limiting distributions for two extreme
settings of the distribution of 7 : IIyy = 0 and Il full rank which is already stated in Theorem 2.
We show that these extreme settings provide lower and upper bounds on the limiting distributions
for all other cases.

Lemma 3. When Iy = 0 and Assumption 1 and Hy hold, the FOC (2) corresponds in large
samples with

/

€0+ (e — €] e — €3] =0, (17)
where &, and &_,, are kX1 and k x m,, dimensional independently standard normal distributed
matrices and 7y = Zévw(’y — Y — Z;VlWO'W‘E)O';;,%w, Ocens = Oce — Oer g Oue-

Proof. see the Appendix. m

The solution of 4 to the FOC in Lemma 3 is not unique and the MLE results as the solution
that minimizes the AR statistic. Lemma 3 shows that 4 does not depend on any parameters
besides the dimension parameters k& and m,,. When Ily, equals zero, the distribution of 4 does
therefore not depend on any parameters as well and is a standard Cauchy density, see e.g. Mariano
and Sawa (1972) and Phillips (1989). We use Lemma 3 to construct the limiting distributions of
the robust subset statistics to test Hy : 3 = 3, when Il equals zero.

Theorem 3. a. Under Assumption 1, Hy : B = 3, and when Ily equals zero:

1. The limiting behavior of the AR statistic to test Hy : f = [, is characterized by:
AR(BO) 7 ﬁ [gs,w - gwfiy]/ [gs,w - gw,?] : (18)
2. The limiting behavior of the KLM statistic to test Hy : 3 = B, is characterized by:

KLM(BO) 7 Tgw(ga.w - gwr_}/)IPM 5 ]A(ga.w - 511)7)7 (19)

[§w+(§e4w*§w’7)ﬁ%

where A is a fixed k x m, dimensional matrix.

3. The limiting behavior of the JKLM statistic is under Hqy characterized by:

JKLM(BO) 7 ﬁ(gs.w - gw,j/)/M[A . Ew_i_(gg'w_gwﬁ,)ﬁ?;,_ﬁ](gs.w - gw’j/) (20)
4. The conditional limiting behavior of the MQLR statistic given k() to test Hy : B = f,
reads
MQLR(B0)I 7k (B0) = 4 | 75575 60 — €01 (600 — Eu2] — (o) +
2
{(1_:7/77 [gs.w - gw’?]/ [gs.w - gw’ﬂ + 7"]{(60)) o (21)
4 (14}7"7 [gs.w - gw’ﬂ/ M{A . Ew‘i‘(gg.w_fw’?)ﬁl—%] [gs.w - gw’y]) rk(ﬁO)} 2] :



5. The conditional limiting distribution of the LR statistic given T(B,) to test Hy : 5 = [,
reads
LR(50)|T<50) ? ﬁ [ga.w - gwf_y]/ [ga.w - gwf_y] ~ Hmin> (22)
where ., 1 the smallest root of the polynomial

Mot ( 7 e = € (e — &7 T (e — EATUS )‘

s'u [Ss.w - Sw’?] ﬁ S'S

=2

0. (23)

Proof. see the Appendix. m

Figure 1 shows the x?(1) distribution function and the limiting distribution function of
KLM(3,) when IIy, = 0 that results from Theorem 3 for different numbers of instruments and
my, = m, = 1. Figure 1 shows that the x*(1) distribution provides a upperbound for the limit-
ing distribution function of KLM(f3,) when Il = 0. It also shows that the limiting distribution
of KLM(3,) when ITy; = 0 converges to a x?(1) distribution when the number of instruments
increases.

Theorem 4. Under Hy : B = B,, Assumption 1 and when the sample size N and the number
of instruments jointly converge to infinity such that k/N — 0, the limiting behavior of KLM(3,)
when Iy = 0 is characterized by

KLM(8,) — x*(m). (24)

Proof. see the Appendix. m

Theorem 4 implies that the x? distribution becomes a better approximation of the limiting
distribution of KLM(/3,) when the number of instruments gets large. The number of instruments
should, however, not be too large compared to the sample size because a different limiting
distribution of KLM(f,) results when it is proportional to the sample size, see Bekker and
Kleibergen (2003).

Figure 2 shows the x%(k — my,)/(k — m,,) distribution function and the limiting distribution
function of AR(3,)/(k —m,,) when Ily, = 0 that results from Theorem 3 for different number of
instruments and m,, = 1. Figure 2 shows that the limiting distribution of AR(f,) is bounded by
the x*(k — m,,) distribution when ITy; = 0. Figure 2 shows that the x*(k — m,,) distribution is
a much more distant upperbound for the limiting distribution of AR(f,) than the upperbound
for KLM(3,) in Figure 1. The x? approximation of the limiting distribution of AR(f3,) when
Iy = 0 is thus a much more conservative one than for KLM(f3,). Another important difference
with KLM(f,) is that there is no convergence of the limiting distribution of AR(f,) towards a
x? distribution when the number of instruments gets large.

The conditional limiting distributions of LR(S,) and MQLR(,) when IIy; = 0 behave similar
to that of AR(f3,) and KLM(f3,) since they are just functions of these statistics for a given value
of the conditioning statistics. We therefore refrain from showing these distribution functions as
well. Since JKLM(f,) is also a function of AR(j,) and KLM(5,), we also refrain from showing
the distribution function of JKLM(S,).
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Figure 1: (Limiting) Distribution functions of x*(1) (solid) and KLM(f,) when II, = 0, m,, =
m, = 1 and k = 2 (dotted), 5 (dashed-dotted), 20 (dashed) and 100 (pointed).

o o

o

Distribution Function

Figure 2: (Limiting) Distribution functions of x?(k—1)/(k—1) and AR(3,)/(k—1) when IT,, = 0,
my, =m, = 1 and k = 2 (dotted and dashed-dotted), 20 (solid and dashed) and 100 (solid with
triangles and solid with plusses).
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Lemma 1 states that Z'(y — X, — W#) and (I1x(8,,7), Iy (By,7)) are conditional on 7
independent in large samples. Under Assumption 2, v is well identified and the limiting distri-
bution of ¥ is a point mass located at the true value v,. Hence, the conditional independence
from Lemma 1 extends to unconditional independence when Assumption 2 holds. Theorem 5
states that the (conditional) limiting distributions of the robust subset statistics when Assump-
tion 2 holds, which result from Theorem 2, provide upperbounds on their (conditional) limiting
distributions for general values of Iy, as shown in Figures 1 and 2. The (conditional) limit-
ing distributions under Ily = 0, which result from Theorem 3, provide a lowerbound on the
(conditional) limiting distributions of the statistics.

Theorem 5. Under Hy and when Assumption 1 holds, the (conditional) limiting distribu-
tions of the robust subset statistics under a full rank value of Ily provide a upperbound on
the (conditional) limiting distributions for general values of Ily while the (conditional) limiting
distributions under a zero value of Ily, provide a lowerbound.

Proof. see the Appendix. m

Theorem 5 shows that the (conditional) limiting distributions of the robust subset statistics
are boundedly similar. The critical values that result from the (conditional) limiting distributions
in Theorem 2 can therefore be applied in general, so even for (almost) lower rank values of IIyy,
since the size of these tests is at most equal to the size under a full rank value of Ily,. Usage of
the critical values from Theorem 2 results in tests that are conservative.

4 Size and Power

We conduct a size and power comparison of the different statistics to analyse the influence of the
quality of the identification of v for tests on . We therefore conduct a simulation experiment

using (1) with m, = m,, =1,y =1, N =500 and vec(e : Vx : Vi) ~ N(0,X ® Iy). The instru-
ments Z are generated from a N(0, [, ® Iy) distribution. We compute the rejection frequency
of testing Hy : 8 = 0 using the robust subset statistics and the two stage least squares (2SLS)
t-statistic, to which we refer as 2SLS(,). The number of simulations that we conduct equals
5000.

We control for the identification of S and v by specifying IIx and Ily in accordance with a pre-
specified value of the matrix generalisation of the concentration parameter, see e.g. Phillips (1983)
and Rothenberg (1984). We therefore analyse the size and power of tests on [ for different values

1
of @ = (Z2'Z)2 (Il Iy )Q iy, with Qxw = gv);’; giV;) , whose quadratic form constitutes the

matrix concentration parameter. We specify © such that only its first two rows have non-zero
elements.

Observed size when v is not identified. We first analyse the size of the different statistics
for conducting tests on S when ~ is completely unidentified so Il = 0. We therefore specify
Y and O such that X equals the identity matrix and ©1; = 5, ©15 = Oy = O, = 0. Table 1
contains the observed size of the different statistics when we test Hg using the 95% asymptotic

11



Hinstr. \ stat. | KLM(B,) | LR(3,) | MQLR(3,) | AR(B,) | JKLM(3,) | 2SLS(B,)
2 0.36 0.36 0.36 0.36 - 0.24
5 0.88 0.44 0.44 0.28 0.36 1.3
20 2.3 0.60 0.56 0.12 0.08 3.0
50 3.6 0.71 0.56 0.04 0.04 4.4

Table 1: Observed size (in percentages) of the different statistics that test Hy when II,, = 0 using
the 95% (conditional) asymptotic significance level.

(conditional) critical values that result from Theorem 2. In the Appendix we show how to obtain
the conditional critical values for LR(f,) using Theorem 2b when m = 2.

Table 1 confirms Figures 1, 2 and Theorems 4 and 5. It shows that the robust subset tests are
conservative when we use the critical values that result from Theorem 2. Table 1 also confirms the
convergence of the asymptotic distribution of KLM(f3,) when ITy = 0 towards a y? distribution
when the number of instruments gets large as stated in Theorem 4 and shown in Figure 1. Since
KLM(3,), LR(By), MQLR(S,) and AR(f3,) are identical when the model is exactly identified, so
k = m = 2, the size of these statistics coincides when k£ = m = 2 and JKLM(3,)) is not defined.

The size of the 2SLS t-statistic in Table 1 shows that it is conservative when Il = 0 and X
equals the identity matrix. This result is specific for the identity covariance matrix case and, as
we show later, does not apply to general specifications of the covariance matrix.

Power and size for varying levels of identification. We conduct a power comparison of
the different statistics to analyse the influence of the identification of v on tests for the value
of 8. Except for the specification of the covariance matrix ¥, we use the previous specification
of the parameters. The covariance matrix Y is specified such that o.. = oxx = oww = 1,
oxe = 0.x = 0.9, owe = oo = 0.8 and oxw = owx = 0.6 and the number of instruments
equals 20, k£ = 20.

Since the KLM-statistic is proportional to a quadratic form of the derivative of the AR-
statistic, it is equal to zero at (local) minima, maxima and saddle points of the AR statistic, i.e.
where the FOC holds. This affects the power of the KLM statistic, see e.g. Kleibergen (2006).
We therefore also compute the power of testing Hy using a combination of the KLM and JKLM
statistics where we apply a 96% significance level for the KLM statistic and a 99% significance
level for the JKLM statistic so the size of the combined test procedure equals 5% since the KLM
and JKLM statistics converge to independent random variables under Hy. The combined KLM,
JKLM test procedure is indicated by CJKLM.

Panel 1 shows the power curves for different values of the matrix concentration parameter ©
with ©19 = O9; = 0 and Table 2 shows the observed sizes when we test at the 95% significance
level. The value of © in Figure 1.1 is such that both § and v are well identified. Hence all
statistics have nice shaped power curves and the AR statistic is the least powerful statistic
because of the larger degrees of freedom parameter of its limiting distribution. The power of
JKLM(,) is rather low since it tests the hypothesis of overidentification which is satisfied for
all the different values of 3. Table 2 shows that the 2SLS-statistic is size distorted in this well
identified setting which is due to the large degree of endogeneity.

The value of © in Figure 1.2 is such that v is weakly identified and S is well identified. Figure
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Panel 1: Power curves of AR(f,) (dash-dotted), LR(3,) (dashed-points), KLM(,) (dashed),
JKLM(3,) (solid-triangles), MQLR(f,) (solid), CJKLM (solid-plusses) and 2SLS(f,) (dotted)
for testing H, : 8 = 0.
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1.2 shows that the weak identification of v has large consequences for especially the power of
tests on 3. The LR statistic is the most powerful statistic in Figure 1.2 but the MQLR statistic
has comparable power. As shown in Table 2, except for the 2SLS t-statistic, the size of the tests
remains almost unaltered by the weak identification of v but the power is strongly affected.

Figure 1.3 has a value of © that makes  weakly identified and 7 strongly identified. Again
the LR statistic is the most powerful statistic but the power of the MQLR and KLM statistics are
comparable. Table 3 shows that the size distortions of all statistics, except the 2SLS t-statistic,
is rather small. The size of the 2SLS t-statistic is completely spurious.

The specification of © is such that all parameters are weakly identified in Figure 1.4. The
power of all statistics is therefore rather low and none of the statistics clearly dominates the
others. Because of the low degree of identification, Table 2 shows that the AR statistic is rather

13



KLM(f,) | LR(5y) | MQLR(S,) | JKLM(65,) | CIJKLM(S,) | AR(S,) | 2SLS(5,)
Fig. 1.1| 54 44 5.4 5.1 5.2 5.5 29
Fig. 12| 5.9 6.5 6.0 4.9 5.6 5.6 31
Fig. 1.3 | 5.2 5.7 5.2 4.9 4.8 5.3 08
Fig. 14| 6.3 4.6 44 1.9 5.3 2.3 96
Fig. 21| 3.1 1.9 2.0 1.6 2.5 1.5 4.1
Fig. 22| 5.3 5.5 5.2 5.1 5.1 5.3 3.4
Fig. 23 | 4.1 3.6 3.9 4.1 3.9 4.0 4.3
Fig. 24 | 4.9 4.8 5.0 5.2 4.7 5.3 3.8
Fig. 25| 4.6 4.6 4.5 4.9 4.5 4.9 4.5
Fig. 26 | 4.9 4.7 5.1 5.3 4.8 5.3 4.3
Fig. 3.1| 6.1 6.5 5.9 5.0 5.4 5.5 88
Fig. 32| 55 5.8 5.3 5.0 5.2 5.6 99

Table 2: Size of the different statistics in percentages that test Hy at the 95% significance level.

undersized which corresponds with Table 1. The performance of the LR and MQLR statistics is
again rather similar. The size of the 2SLS t¢-statistic in Table 2 is again completely spurious.

The specification of the covariance matrix ¥ in Panel 1 is such that there are spill-overs
between the identification of S and v that results from ©. It is therefore difficult to fully assess
the influence of the weak identification of v on the size and power of tests on 3. To analyse the
influence of the weak identification of v on the power of tests on [ in a more isolated manner, we
equate the covariance matrix Y to the identity matrix. Table 2 and Panel 2 show the resulting
size and power for tests on f[.

Table 2 shows that the robust subset statistics are undersized when ~ is weakly identified
which is in accordance with Table 1 and Theorem 5. The values of © in Figure 1.2 and 2.2 are
identical but the robust subset statistics are only undersized in Figure 2.2 and not in Figure 1.2.
This results because of the different values of ¥ that are used for Figures 1.2 and 2.2 such that
[Ty is small for Figure 2.2 but sizeable for Figure 1.2.

The power curves in Panel 2 show that 2SLS(,) is the most powerful statistic for testing Ho.
The previous Figures, however, show that 2SLS(/3,) is often severely size-distorted in cases when
any correlation is present which makes its results not trustworthy. Among the statistics that
are at most conservative when identification is weak, LR(5,) is the most powerful statistic for
testing Hy but its power is almost indistinguishable of that of MQLR(,). The power of LR(f,)
and MQLR(S,) exceed that of AR(3,) for values of 5 that are relatively close to zero but are
remarkably similar to that of AR(3,) for more distant values of . This argument holds in a
reverse manner with respect to KLM(f5,).

The level of identification of 5 and ~ is reversed in the two columns of Panel 2. In the left-
handside column, the identification of v is worse than of 5 and vice versa in the right-handside
column. Table 2 therefore shows that the statistics are somewhat undersized in the left-handside
column while they are size correct in the right-handside column. Besides the size issue, the power
curves in the left and right-handside columns of Panel 2 are remarkably similar for distant values
of B. They only differ around the hypothesized value of the parameter. This indicates that the
statistics behave in a systematic manner for distant values of g which is stated in Theorem 6.
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Panel 2: Power curves of AR(f,) (dash-dotted), LR(3,) (dashed-points), KLM(,) (dashed),
JKLM(3,) (solid-triangles), MQLR(f,) (solid), CJKLM (solid-plusses) and 2SLS(f,) (dotted)

for testing H, : 8 = 0.
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Theorem 6. When m, =1, Assumption 1 holds and for tests of Hy : B = B, for values of [,
that differ substantially from the true value:

a. AR(f,) equals the smallest eigenvalue of Q)_(%‘/,(X : W)Y Py(X : W)Q;(%V, Qxw = ~=(X
WY Mz (X 2 W).

b. The eigenvalues of Snqrr(Bo) = T(B,)'T(B,) are equal to the eigenvalues of

/
s | .
l(y — (X W)QX%/V(AXy))Uyyz.(X wy ¢ (X W)QX%/V‘/I} Py

(25)
~ _1 . . Al

l(y — (X : W)Q;(%/V(gv’;?;))ayy?(x W) (X : W)QX%/VVJ .
where 5-Xy = ﬁX/MZya a-Wy = N_—kW/sz’ 6-yy = ﬁy/MZy7 a-yy.(X:W) = a-yy -

(g;;z)lfl}lw (Z;Z) and Vi 1s a m X m,, matrixz that contains the eigenvectors of the largest

! . Al
My eigenvalues of L2 (X P W)Y Py(X P W)QL3,.

c. The expressions of the AR, LR and MQLR statistics that test Hy : 3 = [, are identical to
their expressions that test Hj : o = 0 in the model

(X : W)Q;(%/vl = ca+ (X: W)Q;(%V‘/lé—i-u
€ = 7P, + V. (26)

(X W)Q;(%V‘/l = Zq)Vl + VV17

where vy is a m X 1 wvector that contains the eigenvector of the smallest eigenvalue of
S ) ) Al

QX%,I,,(X WY PZ(X : W)Qyqy, € =y —XB — Wy with 8 and v the true values of the
structural parameters so ®. is a kx1 vector of zeros, a: 1 X1, : my, X 1 and Py, : kX my,
and u, Vz and Vi, are n x 1, n x 1 and n X m,, matrices of disturbances.

Proof. see the Appendix. m

Corollary 3. When Assumption 1 holds, so ®. equals zero, the smallest eigenvalue of ZA]MQLR(BO)

corresponds with a test for a reduced rank value of (®. : ®y,) whose rank equals at most m,, — 1
and the x*(k—m.,) distribution provides a upperbound on the limiting distribution of this smallest
etgenvalue.

Proof. When the rank of (®. : ®y,) equals m,, — 1, the smallest eigenvalue equals a reduced
rank statistic with a x?(k — m,,) limiting distribution which because of Theorem 5 provides an
upperbound in case the rank is less than m,, — 1. m
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Panel 3: Power curves of AR(f,) (dash-dotted), LR(3,) (dashed-points), KLM(3,) (dashed),
JKLM(3,) (solid-triangles), MQLR(f,) (solid), CJKLM (solid-plusses) and 2SLS(f,) (dotted)
for testing H, : 8 = 0.
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Theorem 6 shows that the power of the AR statistic equals the rejection frequency of a
rank test when the value of 3 gets large. The rank test to which the AR statistic converges is
identical for all structural parameters. Hence, the power of the AR statistic for discriminating
distant values of any structural parameter is the same. This explains the equality of the rejection
frequencies of the AR statistic for distant values of 3 in the left and right-handside figures of
Panel 3.

The LR and MQLR statistics are similar to the AR statistic when the smallest eigenvalue
of Laqur(Be) = T(B,)'T(B,) is small. Corollary 3 shows that this eigenvalue is bounded by a
x*(k — m,,) distributed random variable for values of 3, that are distant from the true value.
This implies that its value is relatively small so the LR and MQLR statistics resemble the AR
statistic at distant values of ;. The power of the LR and MQLR statistics are therefore similar
to that of the AR statistic at these distant values. The value of the LR and MQLR statistics at
distant values of 3, are the same for all structural parameters which explains the equality of the
power curves in the left and right-handside columns of Panel 3 at such distant values.

The identification of 5 and ~ is governed by the matrix concentration parameter ©. Besides
having values that especially identify 5 and/or v, the matrix concentration parameter can also
be such that linear combinations of 5 and v are strong or weakly identified. To analyse the
influence of the strong/weak identification of combinations of 5 and 7 on tests for 3, we specified
the value of © such that it is close to a reduced rank one. We used the previous non-diagonal
specification of ¥ to further disperse the identification of combinations of 5 and ~.

Table 2 and Panel 3 shows the size and power of tests for 8 when the value of © is close to
a reduced rank one which is revealed by the eigenvalues of ©’'0. Except for the 2SLS t-statistic,
the size of the statistics is close to 5%. The weak identification of a linear combination of v and
B is such that the power of all statistics is rather low. Figures 3.1 and 3.2 show that LR(/3,) and
MQLR(f,) are the most powerful statistics.
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5 Confidence Sets

Theorem 6 shows that tests on different parameters become identical when the parameters of
interest get large. Its consequences for the power curves in Panels 1-3 are clearly visible and
it has similar implications for the confidence sets of the structural parameters. We therefore
use the previously discussed data generating process to compute some (one minus the) p-value
plots which allow us to obtain the confidence set of a specific parameter. The p-value plots are
constructed by inverting the values of the statistics that test Hy : 8 = 3, for a range of values of
B, using the (conditional) limiting distributions that result from Theorem 2. Since these limiting
distributions are conservative, the coverage probability of the resulting confidence sets is at most
equal to the level of the test.

Panel 4 contains the one minus p-value plots for a data generating process that is identical
to that of Panel 2. The Figures in Panel 4 are such that the Figures on the left-handside contain
the p-value plot of tests on v while the Figures on the right-handside contain p-value plots of
tests on 3. The data set used to compute the p-value plot of 5 and ~ is the same and only differs
over the rows of Panel 4.

Panel 4 shows that tests on  and v differ around the true value of 5 (0) and v (1) but are
identical at distant values. This is exactly in line with Theorem 6. It shows that even when £ is
well identified, confidence sets of 3 are unbounded when ~ is weakly identified.

The odd behavior of the p-value plot of KLM(f3,) results since it is equal to zero when the
FOC holds. Figures 4.2, 4.4 and 4.6 therefore show that KLM(f,) is equal to zero when AR(/3,)
is maximal. We note that the p-value plots of KLM(3,), LR(8,), MQLR(3,) and 2SLS(f,) are
equal to zero at resp. the MLE and for 2SLS(f,), the 2SLS estimator, but this is not visible in
all of the Figures in Panel 4 because of the specified grid for 3.

The data generating process that is used to construct Panel 5 is identical to that of Panel 1.
Because of the presence of correlation, a linear combination of 5 and v is weakly identified in the
Figures in the top two rows of Panel 5 such that the p-value plots do not converge to one. The
resulting 95% confidence sets of 5 are therefore unbounded for these Figures. For distant values
of 5 and =, Panel 5 shows that the statistics that conduct tests on 5 or 7 become identical.

Panels 4 and 5 show that the distinguishing features of the robust subsets statistics for the
power curves, ¢.e. that they do not converge to one when the parameters of interest gets large
and statistics that test hypotheses on different parameter become identical for distant values of
the parameter of interest, appropriately extend to confidence sets.

Panels 1-5 show that the LR and MQLR statistics behave in an almost identical manner.
The MQLR statistic is, however, much easier to use since its conditional limiting distribution
only depends on one statistic. The number of conditioning statistics for the LR statistic is equal
to %m(m + 1). The computation of the conditional critical values discussed in the Appendix
also shows that these conditioning statistics can not be used in a straightforward manner. We
used, for example, one million conditional critical values to compute the power curves of the LR
statistics in Panels 1-3 while we used only one hundred conditional critical values to compute
the power curves of the MQLR statistic. Thus we only use the MQLR statistic in the sequel of
the paper.
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Panel 4: One minus p-value plots of AR (dash-dotted), LR (dashed-points), KLM (dashed),
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Panel 5: One minus p-value plots of AR (dash-dotted), LR (dashed-points), KLM (dashed),
MQLR (solid), JKLM (points) and 2SLS (dotted) for testing 5 and v, k =20, Oy = 015 = 0.
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6 Tests on the parameters of exogenous variables

The robust subset statistics extend to tests on the parameters of the exogenous variables that
are included in the structural equation. Their expressions remain almost unaltered when X is
exogenous and is spanned by the matrix of instruments. The linear IV regression model then

reads
y = Xp+Wy+e

2
W = XMy + 2Ty + Vi, (27)

where (X : Z) is the N x (k + m,) dimensional matrix of instruments and Iy and Iz are
mg X m,, and k x m,, matrices of parameters. All other parameters are identical to those defined
for (1). We are interested in testing Hy : 5 = (5, and we adapt the expressions of the statistics
from Definition 1 to accomodate tests of this hypothesis.

Definition 2: 1. The AR statistic (times k) to test Hy : f = (3, reads
AR(By) = ﬁgo)(ﬂ/ — X8y —W7) Pz(y — XBy — W7), (28)

with Z = (X © Z) and 7 the MLE of ~ giwen that 3 = f3,.
2. The KLM statistic to test Hy reads,

KLM(8,) = m(y — XBo— W:Y),PMZ-ﬁW(BO)X(y — XBo —W7H), (29)
with Ty (8) = (Z'2)71 2" |W — (y — X3 — W&)iz%’] 0 (Bo) = g (Y= X Bo=W3) Mz (y—

XBy — WA), 6:w(By) = = (y — XBy — WH) MZW, since x(8,) = (2’2)712'X = ("), as
0:x(By) = ﬁ(y — XBy—W7)MzX =0.
3. A J-statistic that tests misspecification under Hg reads,

JKLM(8,) = AR(5,) — KLM(5,). (30)

4. A quasi likelihood ratio statistic based on Moreira’s (2003) likelihood ratio statistic to test H
reads,

MQLR(3) = 4 |AR(50) = k() + y/(AR(3) -+ 1K(30))" ~ 4 (AR(3o) ~ KLM(30)) 1k(5)|.
G1)

where k() is the smallest eigenvalue of

A1 it

~ _1 - / N ~
Swaue = Suive [W = (y = X8y — Z9) 2288 | Pz |[W = (y - X8, - 2302588 S

e(Bo) ee(Bo)
with 6w (o) = 75 (Y—X Bo—W7) Mz W, Sww = TEW MW, Swwe = iww—mﬁﬁ%(ﬁﬁ-

Except for MQLR(5,), all statistics in Definition 2 are direct extensions of those in Definition

1 when we note that IIx(3,) = (I’gz), when X belongs to the set of instruments. The alteration

of the expression of f]MQLR for MLR(f,) partly results from Mz;X = 0 and since only the
instruments Z identify ~.

Under a full rank value of Ily 7, the (conditional) limiting distributions of the statistics in
Definition 2 are identical to those in Theorem 2 when “k” is equal to “k + m,”. Alongside
Theorem 2, Theorems 3-5 apply to the statistics from Theorem 2 as well.
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KLM(5,) | MQLR(B,) | JKLM(3,) | CYKLM(5,) | AR(5,) | 25LS(5,)
Fig. 6.1 3.7 2.4 1.5 3.1 1.8 4.6
Fig. 6.2 4.3 4.0 4.0 4.1 4.1 4.7
Fig. 6.3 4.2 4.3 5.6 4.4 5.9 4.7
Fig. 7.1 5.1 4.5 4.6 4.1 4.4 13.0
Fig. 7.2 4.6 5.1 5.9 4.2 6.3 7.8
Fig. 7.3 4.3 4.4 6.0 4.5 6.3 5.9

Table 3: Size of the different statistics in percentages that test Hy at the 95% significance level.

Theorem 7. The (conditional) limiting distributions of the robust subset statistics from Defi-
nition 2 are bounded from above by the limiting distribution under a full rank value of 1y 7z and
from below by the limiting distribution under a zero value of ly .

Proof. results from Theorem 5. =

6.1 Size and power properties

To illustrate the behavior of the robust subset statistics from Definition 2, we analyse their size
and power properties. We therefore conduct a simulation experiment using (27) with N = 500,
m, = m, = 1 and k = 19 so the total number of instruments equals k+m, = 20. All instruments

are independently generated from N(0,Iy) distributions and vec(e : Vjy) is generated from a
N(0,X ® Iy) distribution. The number of simulations equals 5000.
The data generating process for the power curves in Panel 6 has IIjyx = 0, v = 1 and

Y = I,,+1- The specification of Oy, = (Z’MXZ)%HWZE;V% in Panel 6 is such that its first
element Oy 11 is unequal to zero and all remaining elements of Oy, are equal to zero. Table 3
shows the observed size of the different statistics when we test at the 95% significance level.

The parameters of the data generating process used for Panel 6 are specified such that [ is
not partly identified by the parameters in the equation of W since Ilxy = 0 and 0.y = 0. Panel
6 is thus comparable to Panel 2 whose data generating process is specified in a similar manner.
The resulting power curves and observed sizes therefore closely resemble those in Panel 2 and
Table 2. Table 3 shows that the statistics are conservative when the identification is rather low,
which is in accordance with Theorem 7.

Panel 6 shows that the rejection frequencies converge to a constant unequal to one for distant
values of 5 when the identification of v is rather weak. This indicates that Theorem 6 extends
to tests on subsets of the parameters.
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Panel 6: Power curves of AR(,) (dashed-dotted), KLM(5,) (dashed), MQLR(S,) (solid),
JKLM(/,) (solid-triangles), CJKLM(solid-plusses) and 2SLS(/3,) (dotted) for testing H, : 5 = 0.
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Theorem 8. When m, =1, Assumption 1 holds, X is exogenous and for tests of Hy : 5 = [3,
with a value of B, that differs substantially from the true value:

AL S A
1. AR(p,) is equal to the smallest eigenvalue of ZWQI,;,W’PMXZWEW%A/, Sww = 7z W MW.

2. The eigenvalues of Sniqur(Be) = T(B)'T(8,) are equal to the eigenvalues of

~ _1 1
2 2

1 A A1 ! A1 . AL
(y — WZWWaWy)6 ww WEW"}V%} Py [(y — WEWWo—Wy)& W WEwiwVil, (32)

where V1 18 a m X mw matmx that contains the ezgenvectors of the largest m,, eigenvalues

A

!
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3. The expressions of the AR, LR and MQLR statistics that test Hy : B = [, are identical to
their expressions that test Hj : oo = 0 in the model
1 A1
PMXZWZW%/V'Ul = ea+ PMXZwZW%/VVvlé +u
£ = ZO.+ V. (33)

~_1
Py 2 WhpwVi = Z®y, + Vi,

where vy is a m X 1 wvector that contains the eigenvector of the smallest eigenvalue of
A1 A1

EWQV/VW’PMXZWZWZW, e=y—XB—Wry with 8 and v the true values of the structural
parameters so ®. is a kx1 vector of zeros, o : 1 X 1, 0 : my, X 1 and Py, : k X my, and u,

Ve and Vy, are n x 1, n X 1 and n X m,, matrices of disturbances.

Proof. follows from the proof of Theorem 6. m

Corollary 4. When Assumption 1 holds so ®. equals zero, the smallest eigenvalue of ZA]MQLR(BO)

corresponds with a test for a reduced rank value of (®. : ®y,) whose rank equals at most m,, — 1
and the x*(k—m,,) distribution provides a upperbound on the limiting distribution of this smallest
etgenvalue.

Theorem 8 explains the convergence of the rejection frequences in Panel 6 and implies that
the behavior of MQLR(/3,) is similar to that of AR(f,) for distant values of 5. Identical to the
previous Panels, 2SLS(,) is the most powerful statistic in Panel 6 while Table 3 shows that it
also has little size distortion. This results because o.;y = 0. For non-zero values of .y, the
size-distortion is often substantial.

The parameter settings for Panel 7 are such that  is partially identified by the parameters
in the equation of W since Ilxy = 1 and 0.y = 0.8. All remaining parameters are identical to
those in Panel 6. Because of the partial identification, Table 3 shows that the statistics are no
longer conservative when Oy 211 is small. Because of the non-zero value of oy, 2SLS(f,) is now
severly size distorted when Oy 71 is small. Thus the 2SLS ¢-statistic can even be size distorted
when we use it to test the parameters of the exogenous variables.

Although the small value of Oy 11 does not affect the size of the tests from Definition 2, it
still strongly influences the power. Panel 7 shows that the power curves do not converge to one
when Oy 711 is small which is in accordance with Theorem 8.

7 Conclusions

The limiting distributions of the robust subset instrumental variable statistics that result under a
high level identification assumption on the remaining structural parameters provide upperbounds
on the limiting distribution of these statistics in general. Lower bounds result from the limiting
distributions under complete identification failure of the remaining parameters. For distant values
of the parameter of interest, the robust subset instrumental variable statistics correspond with
identification statistics. Even if the parameter of interest is well-identified, the power of tests
on it do therefore not necessarily converge to one when the hypothesized value gets large. A
simplification of the LR statistic that is based on an extension of Moreira’s (2003) conditional
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Panel 7: Power curves of AR(f,) (dashed-dotted), KLM(5,) (dashed), MQLR(S,) (solid),
JKLM(/,) (solid-triangles), CJKLM(solid-plusses) and 2SLS(/3,) (dotted) for testing H, : 5 = 0.
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likelihood statistic, is shown to perform equally well as the LR statistic and is much easier to
use in practice.

The subset AR statistic is less conservative than the projection based AR statistic from
Dufour and Taamouti (2005a,b). This results since the degrees of freedom parameter of its
limiting distribution is smaller than that of the projection based AR statistic while the latter is
also based on the minimal value of the AR statistic given that Hy holds.

In future work, we plan to extend the results from this paper towards parameters estimated
using the generalized method of moments.
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Appendix
Proof of Lemma 1. Assumption 1 implies that for 5 = 3, v = 7,

7= |vee(Z'(y = XBo = W) : Z'X 1 Z'W) — (L ® Z'Z)vec(Ilw (v — 1) 1Ly & M)

;’ (V. Sy Vzw),

since y — Xy — Wy, = e+ W(y, — 771). The joint limiting distribution of Z'(y — X3, — W)
and
w(Bom1) = (Z2)71Z' |W = (y — X By — W) 2w fon) |

6ee(Bor1)
x(B) = (Z2)72'[X = (y = X5y~ W) F25 ]
with Gew (89,71) = 7= k< = XBo = W) MzW, 6.x(Bo,71) = N_—k(y = XBy = W) Mz X,
Gee(Bos11) = ﬁ( — XBo = W)’ Mz(y — Xy — W), then reads

VN |vec((Z'Z) ' Z'(y — X By — W) ﬁX(ﬁo:%) : ﬁw(ﬁoﬁl))_

: o b
vee(Ilw (79 = 71) + tx — (o — /yl)UEEJFZUEW(7OX;’F1()':(3(721)71;/V§WW(70 —

oew+(vo—71) Eww )
(Yo=v1)+(vo—71) Bww (Yo—71)

My — w (Vo — 1) 5525
7 (SOZE : Pzx : (PZW)a

where @, @ kX 1, oyt kX My, pru o kX my, and ¢, and vec(p,y : @ ) are indepen-
dently normal distributed random vectors with mean zero and covariance matrices o..Q ' and

Yix o wyx: wye @ Q7 ! where E(X W)X W)e (EXX Eva> _ (axE)U;(axE)"

Xwx Zww owe owe
The above shows that given 7, , the limiting distributions of Z'(y—X 8,—W+~,) and ILx (3,,7,),
I:IW(BO, 7v,) are independent. When ~, is itself a random variable, the limiting distributions of
Z'(y — XBy — Wr,) and Ix (B, 71), Ow(By,7;) are independent conditional on the value of v,
so the limiting density function can be factorized as?

Po(VN(Z'Z)1 2/ (y — X By — W), Nﬁ%(sxli[X(ﬁo, Y1) N7%6W1i[w(50a Y1)5 V1) =
Po(VN(Z'Z)7 2! (y — X By = W), N7§6XHX£BO7~71)7 NﬁEJWHWl(BOL’Yl)Wl)poo(%)
poo(\/N<Z/Z)_IZ/(y — X8 — W’Vl)hl)?oo(NfEéXHX(ﬁo: Y1) NﬁﬁéwHW(ﬁov Y1)|71)Poo (V1)

where po(.) is the limiting density function and oy, and 0 x are such that limy N(;#WHQ,VZ "Z1y =
Cw, limpy_s N+XH’XZ’ZHX = Cx with Cy and Cx m, X m, and m, X m, dimensional ma-
trices of constants such that dy and dx are zero in case of irrelevant or weak instruments and
one in case of strong instruments. The above argument applies to any random ~, such as, for
example, the MLE 7 since, although # is solved from Iy (8,,7) and (Z'Z)*Z'(y — X B, — W#),
all dependence between Iy (3,,4) and (Z2'Z)*Z'(y — X3, — W#) runs through 7.

2To save on notation, we (incorrectly) depicted the density function as a function of random variables.
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Proof of Lemma 2. Because of the FOC:

s (B0) Z' (y — X By = W7) =0,

it automatically follows that m with & =y — X[, — W7 =¢—W(§ —1,), is uncorrelated

with Tl (By) = My + N3 (4

2y~ 1\/1—Z’ [VW A%} in large samples so

E |:th—>oo N_ (50) 056(60)] = 07

where 0y is such that limuy_, N(;#WHQ,VZ’ Z1ly = Cyw with Cy a m,, X m,, matrix of constants
so 0y = 0 in case of irrelevant or weak instruments and dy = 1 in case of strong instruments.

0 show that Z'¢ an ~X = - — 22=xo) | are uncorrelated in lar e samples,
To show that 22 and [1x(8,) = (2'2)"' 7' [X a;(((go))} lated in larg 1

A

we analyse the covariance between X and & = Mg 5 \E:

B [limy o %X Mo 5,2
= E |limy oo 3 (Z1x + Vi)' Mgy, 5, (€ = W(F = %))}

=E |limy_o0 & v {(ZHX +Vx) My, 5 € = (21w + Viv) (5 = %)]H

=F [limy_ oo = ~ 1Vxe = VxMzViy (7 — 70)}}
=FE [thﬂoo a'Xs(ﬁO)] )

since %Z’Mzﬁw(ﬁo)s — 0, %Z’MZﬁW(BO)VW — 0 and %Z’MZﬁW(BO)ZHW(ﬁ — %) — 0. The
last of these three result holds since in case Ily has a fixed full rank value: (5 —~,) — 0,
p
in case Il is of order ﬁ (weak instruments): %Z’ M Zﬁw(ﬁo)ZHW — 0 and when IIyy = 0 :
P

(8

The above implies that the correlation between X — é% and £ equals zero so

E hIl’lN_,OO

N%;‘;XHX(/BO)/Z/@ — O,
where  x is such that limy_, N5X —- I 72" Z1lx = Cx with Cx a m, x m, matrix of constants.

Proof of Theorem 1. The LR statistic to test Hy reads

LR(8y) = AR(8,) — ming AR(f).

The value of AR(f3) is obtained by minimizing over v so ming AR(S) can also be specified as

ming AR(S) = mlng7 i Ww)l’MZ(y X5 Wv)( y—XpB—Wry)Py(y— X5 —Wr),

which equals the smallest root of the characteristic polynomial
M= (y P X TW)Py(y i X W) =0,
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with Q = 5y i X P W)YMz(y i X 1 W). The roots of the characteristic polynomial do not
alter when we pre- and post-multiply by a triangular matrix with ones on the diagonal:

10 0\ 1 0 0

—By In, 0 {)\Q—(yEXEW)’PZ(yEXEW)] By Im, O -0

—5 0 I, —5 0 I,
A(By) — (X PW)YPg(e i Xt W)‘ =0,

!/

1 0 0 1 0 0 N N
with 2(60) = _60 ]mz 0 Q _60 Imz 0 _ ( 0'55(60) AO-E(X: W)(ﬁo) ) :

_;? O Imw _;? O Imw
555(50) 1 x 1, &E(X;: W)(Bo) = a-E(X: W)(Bo)/ t1xm, Z(X: W)X : W) - T X m.
We decompose %(8,)7" as

B(80)" = £(Bo)#'B(Bo) 2,
2(50)_%: é%e(ﬁo)i% _&56(50)_1 1 (50> (X WYX : W).e

~

0(X : W)g(ﬁo) Z(X: W)X : W)

0 Z(XQ WYX : W).e

with S wyoc: wye = w5(X T W) M. (X § W), such that 3(8,)~#'5(60)5(6,) % =
Ii(m+1), and we can specify the characteristic polynomial as

M1 —S(By) 2 (y P X W) Pyly P X W)i(ﬁo)—%' —0s
Moy — K(Z'Z)—lz'\/ﬁ 2 [(ﬁx(ﬁo) : Hvly(ﬁo)} S0t wyx : W)_eﬂlz'z
(@272t 1) )| S e . )

A

A, Gec(Bo) "2 0 / gz (ﬁé)) d
_ €e 1 B 5 A _ B
m 0 B2 x. we (nxwoyz'é) (pxwo)’z'quwo) ljxwoyz'zqw(ﬁo))
0 w (B80)' 2" Z11x (Bo) Ilw (Bo)' 2’ Z11w (By)
AL

(6’55(60) 1 0 >
0 B2 e w
(X : WX - ).e

when we use a lower triangular decomposition to construct E( <. WYX - W) the block structure
of the matrix in the characteristic polynomial is preserved:

| IS |

|
=

[V

2_% _ EXXA(E: W) 01
(X : W)X : W)e fl1 e " .
“UwweEwxeyy . w) Eww.e

with zAJXX'.(&: w) — ﬁX/M(Z: W é)X7 XA]WX.E = ﬁW/M(Z: é)X7 XA]WVV.S = ﬁW/M(Z: é)VV,
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so the characteristic polynomial becomes

~ A1 .
—666}50)@1026 (—&iwo)é’ZHX(ﬁo)Z XX (e W) 0>

Mg — =3 5 1 "
<< o ix(Go) 7 ﬁ> T(B)T(30)

where T(8,) = (Z'Z)7 |Tix(8,) HW(BO)} Xl W(x - wye- We conduct a singular value decom-
position of T'(3,), see e.g. Golub and van Loan (1989),

ol

(00 = (2/2)} [fix(Gu)  Tul50)| 5wy —USV

(2'2)% lﬁx(ﬁo) s ﬁw(ﬁo)] ( Sk ) —UsVy

1 2
_EWW62WX'SEXX.(E : W)

(2 2)3 1w (Bo) S — USV),

where U : kX k,UU =T, V:m xm, V'V =1L,, V' = (Vs : Vi), Vx : mx X m, Vi : My X m;
and S is a diagonal k£ x m dimensional matrix with the singular values in decreasing order on
the main diagonal, to specify the characteristic polynomial as,

Vi " <nluSV/X E 0) 0<
m+1 — -
(VX%“ "> VS' SV
(10 n nUS 1o\l _
M ={ gy ) ( sum ss J\ov)| =0
/ /S
A]erl - QOIZZ g;s =0

with n = (Z’Z)_%Z’ and nUSVy, =0, ¢ =U'n and Y'SVy, =

&< (Bo)

Proof of Proposition 1. The singular values contained in the k£ x m matrix S are the square

roots of the eigenvalues of T'(5,)'T'(5,). Using the properties of the determinant, the characteristic
polynomial ’)\Imﬂ — g:i g:g) ’ can be specified as

/ /
)
ot = = 55 53
= H;'n:1()\ — 2.) A=l =300 s%p? H;,”:Lj#o\ _ ngj)

[T —s2) [ = o - X0 525

with ¢ = (... ¢,) and s11 > ... > S, are the m diagonal elements of S.
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The (m + 1)-th order polynomial f(\, s%,,...,s2 ) has m + 1 roots. Since

m k m
f(07 5%17 crey Sgnm) = (_1) + Zi:erl 90%2 Hj=l szj

N R N e R
f(smflmfb STty s Smm) = ( 1)m Pm—1 7=1 Sjj
f(S%b 8%17 sy S%lm) = _30% H;nzl S?ja
the polynomial f()\, s%,...,s%, ) alters sign between 0 and s2, ., s2 ~and s?_,, ;,etc. Thus the
smallest root of f(\,s?,...,s%, ) lies between 0 and smm, the second smallest root lies between
s? and s?_, ., etc. and the largest root exceeds s?; because f(A,s?,...,s%, ) is positive at
mﬁmte values of \ since s?; is finite valued.
The roots of the polynomial f(),s?,...,s2 ) have no analytlcal expression since m > 1.
We therefore approximate the smallest root of the polynomial f(\,s?,,...,s2,.) by the smallest
root that results from restricting s%,...,s2,_;,,_; to the smallest root, s, :

m %lm 2
f(l/,Sgnm,...,S%Lm): Hj:l(y_sgnm) [V—(p(p Zz 1v— s;o]

= (V - 812nm)m_1 [( - ¢ 30) (V - 812nm> - Smm Zzll 9012] :
The smallest root of f(v,s2,.,...,s%, ) equals the smallest root of (v —'p)(v — s2,) —

s > @? which is a quadratic polynomial so it has an analytical expression of its small-
est root:

=

Vmin =

00+ Spum — \/ (90 + 82m)? = 4820 2t 90?}

AR(By) + rk(By) — \/(AR(ﬁo) + 7"]‘3(50))2 — 4 (AR(B,) — KLM(B,)) 7k(Bo) | ,

N

where AR(8,) = ¢'¢, tk(B,) = ng and KLM(3,) = 221 %2-

The 100t Vpi, is smaller than or equal to the smallest root of f(\, s3,...,s2,). We can

show this in two different manners. The first manner uses the Implicit Function Theorem to

construct the derivative of the smallest root of f(\, s%,...,s2 ) with respect to (s?,...s% )

r mm mm

which is non-negative. Thus decreasing s3,,...,s2 ;. tos?  aswe did to obtain vy, can not

increase the value of the smallest root, see Kleibergen (2006). The second approach shows that

2

J(Vinin, 831, - - -, 82,..) has the same sign as f(0, 311, ..., 82 ) such that, since f(s2,., 8%, ..., 5%m)

has an opposite sign, the smallest root of f(v,s?,,...,s2 ) lies in the interval [V, 2,,.], see
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Hillier (2006):
m)
) [Vmin — ¢ — Zz 1 Wmin— s”)]
2 2 52,
) Vmin — 30()0_%7;27”2@ l(pl—i_(ZZ 1( mm2 _me—s )SO'L>]

Vmin Vmin—Smm

=[5 (Vmin = 537) [(Vanin = 87) (Vmin — ww%—%WELﬂ¢J+
[T (v — 52) (z (Vm oy — i) 2

=TI (in — 2 ( (— )%)

2y mmn i — 5%) — “m(vmm—sz-))w%

= 300 (T i = 5) ) (52 Vi = 53) = S (i — 522,,)) 02

= () (T (52 = Vi) ) (55 = 52,0) Viine?

J(Vinin, 834, ..., 82,
- H}n:l(ymin - SJZJ

=TT (v —

which, since 3 . > Vmin, J = 1,...,m, and 32 2 smm, 1 =1,. — 1, has the same sign as
10,82, ..., sznm) = (—=1)m*! ZZ " i1 P2 H] L M, which is opposfce that of f(s2,.,82,...,8%, )=
(=1)™¢2, [1)-, s3;- Hence, the smallest root of f(X,siy,...,s%,,) lies in the interval [Vmin, 53,,,] -

Proof of Corollary 2. When f3, is such that the FOC holds, ¢, =0, ¢ = 1,...,m, and the
characteristic polynomial reads

k 2
b 20
P%“_(ZMﬁW SS)':Q
The characteristic polynomial shows that the values of 3, for which the FOC holds are such that
(1: =3, —3") is an eigenvector that belongs to one of the roots of the characteristic polynomial

IMNY—(y: X W) Py(y: X W) =0. When (1: -3} —7') satisfies the FOC, zi:mﬂ ¢? and
the m non-zero elements of S'S are equal to the m + 1 roots of the characteristic polynomial

A2 — (y X P W)'Py(y i X P W)| = 0. Hence, there are m + 1 different solutions to the FOC.
The value of the MQLR statistic for the solutions to the FOC reads:

MQLR(B,) = 5 |AR(By) — tk(B,) + /(AR(Bo) — rk(85)))?

since AR(53,) = Zf:m 1 02 as ,=0,7=1,...,m. We can now distinguish two different cases:

1. AR(f,) is equal to the smallest root of A2 — (y : X : W)Py(y : X : W)| = 0 so
AR(B,) <rk(p,) since rk(/3,) is then the second smallest root and

MQLR(8,) = 3 |AR(8,) = k(o) + /(AR(Fq) — 1k (B,) |
= % [AR(8y) — tk(By) + 1k(By) — AR(8)]
0

since AR(5,) <rk(8,). Hence MQLR(f3,) =LR(f,) and 5, equals the LIML estimator.
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2. AR(f,) is equal to a root of A2 —(y i X I W) Py(y: X : W)| = 0 which is not the smallest
one so AR(f,) >rk(5,) since rk(8,) is now equal to the smallest root and

MQLR(S) = & [AR(y) — rk(50) + /(AR(By) — tk(Fo)?]

= L1[AR(By) — 1k(B,) + AR(By) — 1k(85,)]
= AR(B) — rk(5,)

since AR(S3,) >rk(3,). Hence, MQLR(5,) =LR(5,)-

Proof of Lemma 3. The FOC for a maximum of the likelihood with respect to v is such that:

1 ] 171 ~

7 (Y—XBo—WF)' Mz (y—XBo—W7) HW(BO) Z (y — X By — W’Y)/ =0«
1 _ _ _ Y (Y—XBo—W3)' MzW

7 (U= XBo= W) Mz (y= X0~ W7) [W (v = XBo = W) g=xp, w3y atz (- X079

Pz(y—Xﬁo—W'Yo W =) =

)
e (e— W(’Y ’Yo))'MZ(€ W(5—70))
)

~ —W(H- "MW
(W = (e = WG = 0)) ey | Pele =W =) =

where ¢ =y — X3, — Wr,. Using the equation for W, we can specify the FOC as
L [Z1w + Viy — (e = (Z1w + Viw ) (5 — 7))

7 (e—(Z1w +Viw ) (7—70)) Mz (e—(ZT1w +Viw ) (F—0)) )
L (e—(ZNw+Viw) (F—70)) Mz (ZTw + Vi) -
N—k _
Nl,k(5_(ZHW+VW)(5’—’YO)),MZ(5_(ZHW+VW)(5’_'YO)):| Pz(e = (ZIw + Vw)(5 = %)) =0.

Under Assumption 1, ﬁe’Mzg ? Oces ﬁg’MZVW ? Oew, ﬁVV’VMZVW ? Yww and

S _1 1 _1 a1 B _1

Vo= 25VW<’7 — Y0)0ccw, Ow = (Z,Z)%szv[fw» §ew = (Z2'7) éZ’<5 - VWEWIWUWE)U%.ZW
1 _1

Ocery = Oge — ngZ;Vlwawg, Pwe = Xy wOwe0Oeew. For large samples, the FOC can then be

specified as

l, * *
1+(’Y**PW51)'(’Y**PW5)E%/W [@W + fw - (ga.w - @W’Y - gw(’y - pWE))
/

o P | e = O = € = )] + (1) —06

3/ * *
1+(’Y*_pW51)l('Y*_pW5)EI%VW {Ow [{ecw —OWY — & — pW/’s)] +
[gw - (ge.w - @W'Y* - fw (7* - pWe)) 1+(’Y*__(/?W:)€‘(A’/Y*)_PW5)]

[€ew = Owy™ = &0 (V" — )} + 0p(1) =0.
Hence, when Oy equals zero, the FOC simplifies to

1 (k. ’ / N
EI%(;W [gw o (ga.w - gw(f}/* - pWs)) 1+(’Y**(ZW5)€‘EYY*)*PWE)i| [ga.w - 5w(7 - pWa)] + 010(1) =0

which is equivalent to

!/

€0t (€ — )T [ — &M +05(1) =0,
L B _1
with ¥ =" — pye = Eju (7 — 70 — ZM}WUWE)USS-ZIU‘
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Proof of Theorem 3. a.
1. AR-statistic: k times the AR statistic for testing Hy : § = [, reads

AR(Bo) = 7y (v = Xfo = W)'Paly = X5y — W)
= mewemne e €~ W = %)) Pale =W (T = %)

which is in large samples identical to (using the notation from the proof of Lemma 3)

AR(ﬁO) 7 1+(’Y**PW51)'(’Y**pr) [56-111 - @ny* - gw(fy* - pWs)] [faw @W7 _5 ( pWa)] :
When Ily, and thus Oy, equals zero, this expression simplifies further
AR(BO) 7 ﬁ [gs.w - gw’?], [gs.w - gw’j/] :

Since 4 does not depend on nuisance parameters, the distribution of AR(,) does not depend on
nuisance parameters when Ily equals zero.
2. KLM-statistic: The expression of the KLM-statistic for testing Hy reads

KLM(8,) = #ﬁo)(y - Xpy — W’?),PMZﬁW(ﬁo)ZI:[X(,BO)(y — XBy—W7).

In large samples and when Il equals zero:

(22 () = (2242 [W (g — X5, ~ W) i8]
= G (Cw— &ﬂ)w} iy + 0p(1)
(22 ix(5o) = (22)32 [X — (= Xy — W5 2]
= ®X + gm - (gs.w - gw’)/)%%} E)%(X + Op(l)

1 —

where £, = (Z'Z)_EZ'VXZ_x?x, Ox = (Z'2) xS %, ey = Oecw(0ex — Taw Sy Swx) Sx'x

Pwx = ZWWZWXEXX, and we used that

(—(ﬁl—vO))l(ng;;) = Oex — anz;lleZWX — (Y= - ZEI}WUWE)'EWX
1

1 1
= OZuw [pa.w,X - VIPWX] Yk

Hence, we can specify the limit behavior of KLM(f,) as

KLM(BO) 7 ﬁ(gs.w - gwﬁ),P ) (717)’(954w,x) (gs.w - gw’?)
O T

1_ ! Pe.w, X _ . .
Because Ox + &, — (., — §w7)%%_”) and £, + (£, — §u7) 175 are given 7 independent

of (&, — fuﬁ)ﬁ, the limit behavior of KLM(/3,) is identical to

KLM(BO) 7 ﬁ(gs.w - Swﬁ/)/PM[ 5! A(gs.w - €w§)>

fw“’(&e‘w*&w'V)ﬂzﬁ]
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where A is a fixed k x m, dimensional matrix and which shows that the limit behavior of KLM(/3,)
given Iy, = 0 does not depend on nuisance parameters.
3. JKLM-statistic: The expression of the JKLM statistic reads

JKLM(ﬁo) = A]i{(ﬁo) - KLM(/ﬁO)
157 an o gw,ﬂ M[A; Eut € w—EuT) ol ] [gs.w - gw’ﬂ :

1+5'5

d

4. MQLR-statistic: The expression of the MQLR statistic to test Hy reads

MQLR(%) = 4 [AR(F) — s+ (AR(3t) + 500)" — 4 (AR(5y) — KLM(3o)) 5

/
1 : Geix -
where $,,,,,, is the smallest eigenvalue on(XZIZ WYX - W)e [(X W) —(y— XB, — Zﬁ)g(’gTVg;gﬁO)] Py

[N

(X PW) = (y— X8y — Zv)%vg)gﬁ)} 202 wx + wy. The limiting distribution of MQLR(/,)

conditional on S,,,, is therefore
MQLR(5y) [$mm —

2
: {r (€ = € [ = €7) = Soum + {(r € =€) 6w = €]+ um) —

4 (ﬁ [fa.w — gw"—y],M[A: €t (ben—EuA) o } [ga.w - gw:y]) Smm}2] .

1455

5. LR-statistic: Since n = (Z'Z)227' 6;60) — ew =& s and ¢ = U, —
78S

—¢,7] - The conditional limiting expression for the LR statistic then reads

LR(BONT(BO) 7 T%_y”_y [éa.w - éw’?], [ga.w - gwr_y] ~ Hmins

gw

where i,;, is the smallest root of the polynomial

)\[erl _ ( T%_y”_y [gs.w - gwﬁ]’ [gs.w - fuﬁ] 1_’1_? [gs.w _ é'w,j/]luls > ‘

=2

/ ~ / - 0

Proof of Theorem 4. We proof the asymptotic normality of the KLM statistic under many
instruments asymptotics and when II;;y = 0 in two steps. First, we establish the convergence of
the covariance estimators. Second, we establish the convergence of the score vector in the KLM
statistic.

When Iy =0 and ey = ¢ — WE‘}}WJWE, we use that when £ and N jointly converge to
infinity, where the convergence rate of k is at most equal to that of N, that

_1 _1
(\/N 0 ) Uela.zw%E{WXZngl _ ( ps.w,:r ) N ( (Ps.w,w )
o vk O';E?w %€/WPZXZ;£( pa.w,m d PewPz ’
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_1 _1
with (2200 ) ~ N(O, (19) @ ), 0 = i v \ /£, pre = 020(0ex — 0w Sighy Siwx) Sk

Pe.wPax

The conditions for this central limit theorem to hold are rather mild and assume, for example,

1
that B(lewl:) = 0, E([Vx]i) = 0, E(le wlilVx]}) = e, Xk x E(lewlilZ]}) = 0, E([Vx]i[Z]}) = 0,
where [a]; is the i-th row of the matrlx/vector a, no correlations between the different rows and
a finite variance for all these terms. The above central limit theorem implies that

1 1
1 2 2 —

_1 _1 1
1L (1Y (VN o cwa 1
pewa+ 751 (0 ) (iw;) oyl

The behavior of

\/ﬁ(jl)/ (‘/0_\?—) (% w, z) is then such that

wa

]\}7k: (jl)/ (x/ON \?E) ((,ZE;U}Z) 7 PewMaz>

k.
With @, yare ~ N(0, Ln, ), since limy, oo v ( ) (‘/0_\?—> (\/1% 1N> (\/ON\?E) (1) =1,s0

[

2

N k; €WMZXEXX _pawx—i_\/—soawa_’_Op(

T
o

In a similar manner, it can be shown that

_1
<\<.N \?E) [( 0-8182w Ng WWEWW >] 7 ( gpaw’w > ,
Uss.wkg.WPZWE 2 Pe.wPw

with (#ewv) ~ N(0, (;61‘) ® Ipp,), SO

Pe.wPw

l\.‘ll»—t

N Oecwe WMZWEWW = \/ﬁ%.wﬂm + 0p<\/ﬁ)a

where PewMw ™ N(O> ImW)? and

N—,EWWW,MZXZXX = Puwz T \/ﬁ@wa + Op(\/ﬁ)
ﬁzwzww MWE2, = I, +1\/ﬁ<,0wa + 0,( @)
N_#Tee. wE WMZg =1+ ﬁ@s.st.w + Op(m)a

_1 _1
with Pwz = EWQI/VEVVXEX?X and PewMew: PewMwr PewMz me PwMuw and VeC(QOwM:r) are (pOSSi_
bly correlated) normal random variables, with D,,  the duplication matrix that selects all unique

elements of a symmetric m,, x m,, matrix. We use the above results to determine the convergence
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behaviors of 6..(8,), d-w(B,) and 6.x(5,) :

G.-(By) = _k (y — XBy — W:Y),MZ (y — XBy — W9)

(e =W =) Mz (e = W(7 — %))

kg WMzéE w + (’)/ Yo — X WUWE) W’MZ{:‘ %74
ﬁg WwMzW (=7 — EWWUWs)

+( =70 = Zwwowe) W MW (7 =50 = Zwwow)

o wEwMzew + 7 75 Zw WMZé?WUsew

ee.w N—

_1 _1
+ﬁ0-€52w51WMZWEw'3/7+ N k'ylzwg)W,MZWEww’Y

N
1

N

N—

= Oecew [U

— =

= Ogcew [1 +’Y’Y+ \/— ((pastw +§05wa7+7()0st111 +730wa7)
+0p(\/%_k)] )

&SW(BO) - N__k ( Xﬁo Wi),' MW
= 55 (= W(H —70)) MW
[ wMzW = (¥ =70 — EI;/]-WO-WE) WMZW}

N-k L&
1 _1 _1 1
- 1oi, [(N k)aesz e MAWERA, — (N — KT Sin== WM W3, | Doy
— 3 1y 1 e wMw 3 1
= 0'525.110(_7 )Eﬁvw + N kO'z-:s'u)( ’_7) (w‘Puijvij )EI%VW +0p(m)

1

(s

SprUJ )E‘%W —"_ Op( V ]\:}7’4:)’

Gex(Bo) = w5 (v — XBy — Wﬁ)' MzX
7 (e = W(F =) MzX

— N-k [f{WMZX (¥ =7 — EWWO-WE) W MZX] 1 1 1
= ﬁaéw (N — k)aesz - WMZXEXX (N — k)Y Sy~ WM, X 5% | 92
l 1 E.W,T 1 ]. e.w z l 1

The approximation error due to the many instruments in the covariance estimators is of a lower
order than \/]\];—_k Thus it does not affect the expressions of the covariance estimators when the
convergence rate of the number of instruments is lower than that of the number of observations.

When the number of instruments gets large, we can decompose the FOC (17) as:

!

60+ €= tnrts] e —61) <0
Yo i [ — Eui?) + ﬁﬂ [ = 60T [ows — €wi?) =0
K€ [Eeng = %ﬂ} + pie ewy — EwiV) [Eeaws — EwiT) +
Sy it i (e — Cui¥) + 2 Yoimting [Cewi = Cui] [ews — ui¥] =0,

for ¢, (fwl fﬁw’k)’, Eew = Cewn - Cewn)s Swi 1 xm, &y 1 x 1,0 =1,... k which

shows that the influence of the individual &, , ; and 56 w,; €lements on the FOC vanlshes when £
gets large such that 7 is independent of the individual £_,, ; and &_,, ; elements for large number

of instruments.
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Given the convergence behavior of the covariance estimators and 7, we can express the score
vector involved in the KLM statistic as

=~ L (y — X3y — Wﬁ)/MzﬁW(go)ZﬂX(ﬁo) =

Gec(Bo)
(§E w*gw'Y) M
15 {5 (ey—E¥) _ 7
1

w69 (5) ) | 5o
{@X+§X 5\/1+$vw) IR | Bkx + Ou(gR):

[

where O = (2'2) 2 7' HXZXX, W= (Z’Z)*%Z’VWE;VEW and &y, = (Z2'2)"3 7' wo 2y The
first part of this score vector equals the sum of k£ elements each of which have an expected value
equal to zero:

(€=, ) (i) _
M[ﬁwm pful) 2 ] {@X Hox - SARE TS =0,

where [a]; is the i-th row of the matrix a. Since ¥ is independent of ¢

values of k, the k elements of 51;?}” are uncorrelated and have mean zero and variance one

despite the Cauchy distribution of 7. %he same reasoning applies to the k elements of O x +& —

1 Pe.w,x
@ETT/%M%\/%X) which are uncorrelated with one another and also with the k£ elements of

and &, ; for large

EUJZ

%/H‘J—S% which explains the zero value of the mean stated above. Hence, the score vector satisfies

a central limit theorem when both k£ and N become large:

ﬁ (y — XBo — W'wl MZﬁW(ﬁO)ZHX(BO) -
% (& .w—&ﬂ)’M
k V1+77 N ) B
7 {Ew Vi+3'5 \/1+v’w}

(1) Ca) | A=) G\
O+~ ot () ¢ PR ) | ok

7 (pHXea

Wlth @Hxs ~ N(O7 A)a

/ /
1 ¢ = _1:/ Pe.w,x
A= limpo 155 l@X T 6y — Copty) (( ) (i)

_ _ (j_),(ﬂe.w@) 1
[@X e — gﬂé 77) ( VT X

€,— (Eep—8uw¥ _ 7'

455 V1473

"l

The limit behavior of the KLM statistic when both & and N converge to infinity, k/N — 0, is
therefore characterized by
KLM(5,) - x3(m.).
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Proof of Theorem 5. We show that the conditional limiting distributions under a full rank
value of Iy, provide a upperbound for the conditional limiting distributions for general values of
IIyy and a lowerbound results when Il = 0. Hence, we show that the conditional critical values
that would result from the density function

Poo(VN(Z'2)7'Z'(y = X By = W), N=2XILx (B, 7), N~ 2" Il (B, 7). 7) =
Peo(VN(Z'2)71 Z'(y = X By = WH)A)poo (N~ 2¥TLx (By, 7), N~ 2% Tl (B0, 7)17)Poe (),

are smaller than those that result from the density function

Poo(VN(Z'Z) 1 2/ (y = X By = WH)[7)poo(N~2°¥TLx (Bg, 7), N2 Ty (Bg, 7)|7)poo (7| full rank)

which imply a point mass distribution for p,, (%) and result from Theorem 2, and exceed those
that result from

Po(VN(Z'2) 12 (y — X By — WH)|7)poo( N~ 3% I (By, 7), N2 Iy (By, ) 7) oo (3| = 0)

which accord with Theorem 3.
1. AR(B,) : AR(S,) equals the smallest root of the characteristic polynomial

‘)\Qw —(y—=XBy : W)YPz(y—XBoy: W) =0&

‘meﬂ — 0 (y— XBy P WY Py — XBy : W) =0,

with Q,, = w7y — XBy : WY Mz(y — X8, i W). The reduced form model for (y — X3, : W)
reads

(y — X By W) = Z1Ly (7o : I,) + (u s V),

. / / . / . . _1
with u = e+Vipy,, s0 Q, = (U“JFUE’“”ZE’U_:JZOEUJ”S%%EWW : ”swgz(f”w) . Pre-multiplying by (2'Z) "2 Z'

o3
and post-multiplying by €),” = ((2 - p 0;) results in

—1 -3 p)
wwaw€+70)056.2w Y

[V

_1
2

(Z'2) 32 (y — XBy i W) = (2/2) 32" [ZHW(% ) 4 (u VW)]

-5
Ocelw . 0
—(Ewwo'ws‘f"Yo)Ues.w Bwi
1

= (Z'2) 1y Swd(—Swd Owe0etn & I, )+
(2Z)32'((e — VigSgl 0we) 0ot * VieZud)
1 1 1 A
with py = —SwdOweootn, Ow = (Z'Z)21lySwd. Since Q, — Q, and &, and £, are in-
p

dependent £ x 1 and k£ x m,, dimensional standard normal distributed random variables, the
characteristic polynomial is for large samples equivalent to

M =[O0 )+ (6 €0)] [Owlon )+ 60| =0
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We conduct a singular value decomposition of Oy, Oy = USV', U : k x my,, UU = I,
V imy X my, VV =1, and S : k x m, is a diagonal matrix with the singular values in
decreasing order on the main diagonal. Using the singular value decomposition, we can specify
the characteristic polynomial as

‘)\Imw—i—l - |:Z/{8V/(pW ]mw) + (fs.w €w)‘| [MSV/(pW ]mw) + (gs.w gw) =0

)‘Imw+1 - S(aW Imw) (1) ]9/ +u/(€8.w gw)

Slow i m,) (o83 )| +U(Ew )| =0

‘meﬂ — (; : 3,>/ {smw F L) FU(ECL V)-
{sm L) AU, ] ( ) 0

'MW . [S(QW ) U gww}’ {smw L) HUNE, 6 )] —0&

\MW—A' [S<awffmw>+u'<fg.wssww] [S<aw%fmw>+u'(§w gv}A —0,

with aw = Vpy, (&, &) = U, + &YV) and A = (ag : A1), ag @ (my + 1) X 1, A; :

e.w
1
2

(1m0 + 1) X ;a1 = (1 )(1+ )4, Ay = (Lo, VB, B = [ww ) w’] |
such that A’A = 1,,,,.1, and

‘A[mwﬂ — A [S(ow L)+ UEL, L) / Sl * In,) +U'(EL, } Al =0e
=[5 (0:8) v ] s (o;B) o)l —0s

‘A[mwﬂ - <g;w : SB+§Z,)/ <§ 'SB+£5)| =0e

Mo = (i, RS )| —0e

LIy,

‘ Myt — ((1) €SB+ ((SB+E) (SB+€)] > <£E oMisises €

0 L S (SBHEL(SBHEL) (B B
(SB+£;)’(SB+g;)> (0 : I ) YN

_ §Z.le(SB+§*)§Z.w:
‘)‘]muﬂrl ( o C(SBeL) SB+§w

The above shows that the roots of the characteristic polynomial equal the eigenvalues of the

0

(SB4en) (SBen) |- The eigenvalues of this matrix are

block-diagonal matrix 53-/wM<S%+§ru)5§-w :
equal to & wM ($B+¢%)é2 . and the eigenvalues of

(SB+&,)(SB+¢,)-
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Since ¢, and &, are independent, £\, M(sp¢:)&L., is a x*(k —m,,) distributed random variable
that is independent of (SB+¢},)' (SB+¢;,). Because SB+¢., ~ N(SB, I}.), (SB+¢.) (SB+E},)
is a non-central Wishart distributed matrix with k degrees of freedom, identity covariance matrix
and non-centrality parameter BS'SB.

The distribution of the smallest characteristic root of a non-central Wishart distributed ran-
dom matrix decreases when the non-centrality parameter decreases. Hence, the distribution of
the smallest eigenvalue of (SB + &},)'(SB + &,,) decreases when the non-centrality parameter
BS'SB decreases. We reflect smaller values of Iy, (O ) by smaller values of S so the non-
centrality parameter decreases when Il decreases and therefore also the distribution of the
smallest root. The distribution of the smallest root when & = 0 therefore provides a lowerbound
on the distribution of the smallest root.

The AR statistic equals the minimum of an independent x?(k — m,,) distributed random
variable and the smallest eigenvalue of (SB+ &) (SB +¢&;,). Since the distribution of the latter
decreases when S decreases, the distribution of the AR statistic is non-increasing for decreasing
values of S (IIy) since the x*(k — m,,) distributed random variable does not depend on S.
Thus the distribution of the smallest eigenvalue when S (Ily) is large (infinite) provides an
upperbound on the distribution of the AR statistic while the distribution when S (Ily) is zero
provides a lowerbound.

2. KLM(f,) : The specification of KL.M(3,) is identical to

KLM(8,) = (}5%@0) (y — XBy — W’?)'P(Zﬁx(go)lz 21w (8 (Y — XBo — W7)
_ . ~\/ 17\ — %
5@ Y~ XBo = WAV Z(Z'Z)2F ), 14 i3 (5 - T (50)
(2'Z)~

N|=

Z'(y — XBy —W7).

Under Hy and given 4, Lemma 1 states that Z'(y — X8, — W#) and (Ilx(53,) : Mw(B,)) are
independent in large samples. Hence, KLM(/3,) results from a projection of (Z2'Z)~2 Z'(y— X 3,—
W#) onto a space, (Z'Z)2(Ix(8,) * Iw(B,)), that is given 5 independent of (Z'Z)~2Z'(y —
X By — W#). The same reasoning applies to AR(f,) which also results from a projection of
(Z'Z)"2Z'(y— X 3, — W#) onto a space, I, that is given 7 independent of (Z'Z)~2Z' (y— X 3, —
W#). The limiting distribution of AR(3,) is bounded by its limiting distributions that result
under well and no identified values of v so the same reasoning applies to the limiting distribution
of KLM(3,). The limiting distribution of KLM(3,) equals a x?(m,) distribution when ~ is well
identified and the limiting distribution of KLM(/3,) is therefore bounded from above by a x?(m,)

distribution and from below by the distribution that applies for a zero value of Il .
3. The JKLM statistic can be specified as

JKLM(BO) = AR(ﬁo) - KLM(ﬁo) .
= oW —XB-WA)Z(Z2'Z):P .
(2'2)"2(I1x(By) + Z1lw (By)) L

(Z2'2)"22'(y — X By — W),

which shows that the same projection argument as for KLM(/3,) can be used here as well.
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4. Since

OMQLR(B) _ 1 KLM (8g)+JKLM (8g)+rk(8g) >0
OKLM(Bo) 2 V/ (KLM(B0)+JKLM (80)+1k(8))2—4JKLM (Bo)rk(By) | —
OMQLR(By) _ 1 KLM(Bo)+JKLM (8g)—1k(8o)

OJKLM(By) 2 /(KLM(8,)+JKLM(By)+1k(8,))2—4JKLM(8,)rk(8,) |

the derivative of %le is larger than equal to zero both when KLM(5,)+JKLM(5,)—rk(5,)

is larger than or equal to zero and when KLM(8,)+JKLM(f3,)—rk(3,) is less than zero because
in the latter case:

OMQLR(By) _ 1 KLM(Bg)+JKLM(8,)—1k(8,)
JKLM(Bo) 2 /(KLM(B,) +JKLM(8o)+rk(B,))2 —4JKLM (Bg)rk(8,)
- 1 + KLM(Bo)+IKLM(B4)—rk(B5)
2 / (KLM(80)+JKLM(B,) —rk(80))2+4KLM (Bo)rk(By)
= % 1— 1 >0 KLM(5,) + JKLM(B,) < rk(5,).

o Ry S

Hence, the derivatives of MQLR(3,) both with respect to KLM(8,) and JKLM(/,) are non-

negative which imply that the conditional limiting distribution of MQLR(,) is bounded by its

conditional limiting distribution that results from Theorem 2 since the limiting distributions of

KLM(f,) and JKLM(f,) are bounded by the limiting distributions that result from Theorem 2.
5. LR(B,) : LR(B,) equals

LR(@O) = AR(BO) — Amin

where A, is the smallest root of the polynomial ‘)\Im+]_ — (gii g:g)‘ = 0. The specification of

¢ is such that ¢ = U'n with U orthonomal, U'U = Iy, and n = (Z'Z)~1 7' é(ﬁ so AR(B,) =

Gee(Bo)
n'n = ¢'. The limiting distribution of AR(S,) = Zle 02 o = (p1--- ), is bounded by the
limiting distributions in case of full rank and zero values of IIy,. We show that the derivative of
LR(8,) with respect to ¢? is non-negative such that a smaller value of »?, which results when
[Ty decreases, does not increase LR(3,). We therefore construct the derivatives of AR(,) and
Amin With respect to ¢? :

OAR(Bg) __ 1
0p2 T :

Since A has no closed form expression, we use the Implicit Function Theorem to construct the
derivative of Ay, with respect to ¢? :

AAmin o}
B2 DO




where we used that

a min .
fép ) — — 1% (Amin — 5 )[1‘1‘ mm,sz] 1<m
= _Hz 1( min — § 121) 2 ©>m
8f min —_— m
d(/\mm) - Hi=1()‘min - u) [1 + Z] 1 mm]_Js”)z] J
2

for which it is used that A\, — ' — ZTZI /\mijf;” = 0. The derivative 8“’2‘“ is less than one
since Apin < 8%, ¢ = 1,...,m, so its denominator exceeds one while its numerator is less than

. . . . . . L
one when ¢ < m and equal to one when i > m. Since the derivative % is less than one, 85‘—(50)

is non-negative. It is 1mportant to note that the s2’s are given 7 1ndependent of ¢; which results
from Lemma 2 as the s2’s result from ITx(3,) and Ty (B,).

Proof of Theorem 6. a. When we test Hy : 8 = 3, and f3, is large compared to the true

value 3, the different elements of %(f,) = (U”;((BBOO)) ;VSVV“:V((B;))) = =y — XBy : W) Mz(y — X3,
e 0

: W), can be characterized by

1

5_g~€5<60) = 0XX Bloo'yX + Bzayy
—ifsW(ﬁo) = Oxw — ﬁlo%w
Sww(By) = Zww,

with 6yy = ﬁy/MZy, &XX = %kXIMzX 5-XW = ﬁX’MZW, 5-yW = ﬁy’MZW, iWW =

ﬁW’MZVV, SO

-840\« Bt 0\ o 4 [ 26, Guw 3 6y O
< 0 ImW 2(50) 0 ImW - QXW Bo OA—;/W 0 + B% 0 0 .

The MLE of ~ is obtained from the smallest root of the characteristic polynomial:

AS(Bo) — (y— XBy W)Y Py — XBy t W)| =0,

and the smallest root of this polynomial, say A1, equals the AR statistic to test Hy. The smallest
root does not alter when we respecify the characteristic polynomial as

=0.

s = (00 ¥ = Xy § WY Paly = Xy W)E(50)
Using the specification of 3(,), we can specify $(8,)"2 as

_ A1 a1
= (70 L)oo

mw

(SIS

S(Bo)”

where O(/3,?) indicates that the highest order of the remaining terms is 35 2. Using this speci-

fication, we can specify $(8,) "2 (y — X8, i W) Pz(y — X B, : W)S(53,)"2 for large values of 3
as

_1, _

S(B0) ¥y — XBy i WY Paly — XBy i WIS(By) 8 = Q20(X § WYP,(X : W)Q3, + O(35 ).
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For large values of BO, the AR statistic thus corresponds with the smallest eigenvalue of Q;%,(,(X
C W)Y Py(X T W)Qy %V which is a statistic that tests for a reduced rank value of (ILy : Iy ),

Qxw = w1 (X F W) My (X P W).

b. Let V = (v; : V1) : mXxm contain the eigenvectors of QXW(X W) Pz(X : W)Q iy With vy the

eigenvector of the smallest eigenvalue and V) contains the eigenvectors of the larger eigenvalues.
The eigenvectors are orthonormal so V'V = I,,,. For large values of 3,

(50)7% vy = ( 600 1>QXWU1+O(50 )-

The MLE 4 is obtained from the eigenvector that belongs to the smallest eigenvalue which for
large values of 3, is therefore such that

;
with d = — [3,1 €11y v1, where e; equals the first column of I,,,, or the first m-dimensional unity

vector. Usmg the expression of the MLE, it results that

dy — XBy—W7) = d(y— XB, : W)(_lﬁ)
= (X W00+ dy + O(d)
do-(x . w)(Bo) = 7y — XBy— WH) Mz(X i W)
= O Qxw +d(6yx | yw) + O(d)
Po-(80) = 755y — XBy — W7 Mz(y — X3, — W7)
= O w20 + 2d(6,x | Gy ) Qi + 426,
= 14 2d(6,x : Gw)v1 + d?6y, + O(d?)

since

1
&2 O - . 5 P SN A1
VI Qo QxwHd(Gyx : Gyw) ’ N N ~ ~

Y
1+2d(5‘yx : &yw)QX‘z/‘/v1+d2§'yy

we can also obtain that

. . Bo) dé. B
(X W)= (y— XBy — )(i;;g;“ (X 1 W) — d(y — X, — W5) gl

)
=(X:W) - l(X W) XWU1 + dy] U1 XWQXW+d(ny L Gyw)

14+2d(6yx : O'yw)QXW’Ul+d Gyy

— (X W) - [(X W)y Wvl—kdy]

Nl=

Al . _1 1
[USQX%/VQXW + d<<&yX : &yW) - 2(&yX : &yW)QXWUﬂ]lQXWQXW)]
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Al a1
We postmultiply this expression by (3,01 @ Q45 V1)

: x : w)(Bo ) O 2
(X W) = (5= X8y~ W) 2| @ £ 0

-

AL

= l—d(y (X P W)Qy Wvl(ayx DOy )yt
(X W= (6 W0 (o a )iy i )| + O,

~a0ux s w)

&I)—'
N[=

A further post-multiplication by , with ox, = &;X, Owy =

~

A1 -
_WQX%/V (av);l;)ayy (X W) L,

Gyws Oyy.(x - ) = Oyy — (?Xy)/Q;(%/V(UX'y) then yields

O'Wy
. 5 Al a1 —lAi% .
[(X W) —(y — XBy — )E(;{TVESBO)] (Qxipvr : Qi V1) .y ¢ yy'(f(' W)Afé
_‘/19 (Oyx UyW)O y.(X : W)

= |y Ot () O WY a (X W) fw)fzxévvl)}

L1

Y _Eo-yyz.(X: W) o 0 4 O<d2)
—ViQyxiy (6yx 1 6yw)'5,) I,
yy. (X« W) .

1 Al , ) A1 5
= [y— (X 2 )02 (vlvl+V1V)Q gv(%) (X W)Qxavvl} < yfgfwln?w> +0(d)
= |- R G £ O] (gm0 ) o)

where we used that vyv] + V1 V] = I,,,. Since the quadratic form of the above matrix with respect
to My equals the identity matrix, the eigenvalues of T'(8,)"T(8,) correspond for large values of
B, with the eigenvalues of

/
= (X W ()i £ (X WAV P
= (X W (Zeobw O SOV
c. When the true values of § and ~y equal (3, ),
(y = (X W) (337) = &= (X T W) (737),

Swy
where e =y — X[ —Zvy and 6x. = #X’Mzg and oy, = ;X/Mzg since (U;(/Z) = wa(ﬁ) +
(iffvf) The expressions of are therefore for large values of (3, identical to the expressions of these
statistics that test Hy : o =0
In the model )
ca+ (X P W2 VA0 +u
€ = Zd.+ V.

. A1
(X :W)Q, Vi = ZOy, + Vi,

B
=
5
>
=
S
[
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where v : 1 x 1,0 :my x 1, . : kx 1 and @y, : kX my and u, V. and Vy, aren x 1, n x 1 and
n X my,, matrices of disturbances, the expressions of the AR, LR and MQLR statistics that test
Hj : o = 0 result from noting that 6 = 0 such that

AR(a = 0) = O WIPOCWigen
QX W)Y Mg (X : W)QZ 0
Similarly,
T Al o 5 1
b= (22)72 (e (X E W)t V) — (X W)Qd0, Y wa@f WY Mp(e (X : Wmfwvn]
vy ¥ X W)Y Mg(X : W)QXWU1

- (2277 |- (x W)ﬂxwvwlaxiv(%5<X%W>QXWV1>]

= D |e-(X: W)wavlvlﬂx;llf(gxy) X I W) V)| My

n

[1]:

1 . . 1
(e — (X W) ol Oty (750) F (X WAL W)

Wy

and E3'd' 7' ZH="1 is identical to

which we use to construct the LR and MQLR statistics to test Hy : 8 = 3, for large values of j3,,.

Critical values for LR(S,) when m=2. Theorem 2b shows that the limiting distribution of
LR(f,) is conditional on ¥V and S. When m = 2, S has two non-zero elements and V has one
unrestricted element since it is restricted to be orthonormal: V'V =I,. Depending on its realized
value, V can be classified to have one of the following four orthonormal specifications:

Lov= (o _Sg;gg)) 0<a<n
2 v (o ;;;I;g) 0<a<n
V= h e ) 0=esT
v (S50 Cam ) 0sest

These four orthonormal specifications reflect all possible values of V in a unique manner. They
are functions of @ whose value lies between 0 and 7. We therefore compute the conditional (95%)

45



critical values of LR(3,) given s11, S22 and a for each of the four different specifications of V
using Theorem 2b. We use hundred possible values of both s11, sso and twenty-five for a. Thus
we compute one million 95% critical values (= 4 x 25 x 100 x 100).

To compute the size and power when testing at the 95% significance level, we conduct a

singular value decomposition of the realized value of T'(5,) for every data-set and determine
which of the above specifications of V' accords with the computed one. We then compute a and
determine the appropriate 95% critical value givens s;1, sg2 and a for the respective specification

of V.
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